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MOTIVATION

Causal Bayesian Networks (CBN) have become the popular choice to 
model causal relationships in data. 

CBN is defined as a DAG with edges denoting immediate causal 
relationships.

They simulate effects of external interventions via the do() operator

Real-world interventions are not always precise and end up affecting 
unintended targets.

For different units, the unintended targets might be different which leads 
to the data collected becoming a mixture of causal interventions.

Finding all possible unintended interventions present in the data can be of 
high value in applications such as Gene editing.



PROBLEM DEFINITION

Ques: Can we identify the set of intervention tuples 𝑇 = 𝜋! , 𝑡! , 𝑖 ∈ 𝑚 using 
𝐺, ℙ 𝑉 , ℙ"!# 𝑉 ?

Given a CBN 𝐺 on 𝑉 = 𝑉$, … , 𝑉% and its distribution ℙ 𝑉 along with a mixture 
distribution ℙ"!#(𝑉) defined as

ℙ𝒎𝒊𝒙 𝑽 = 1
𝒊∈[𝒎]

𝝅𝒊ℙ𝒕𝒊(𝑽)

-𝜋! ≥ 0 are scalars, named mixing coefficients
-∑!∈["]𝜋! = 1
-ℙ-"(𝑉) is the interventional distribution ℙ(𝑉|𝑑𝑜(𝑇! = 𝑡!))



ASSUMPTIONS

Assumption 1 [Exclusion] :: For every 𝑉!, there is some 𝑣! that 𝑣! that does not appear in any 
target of the mixture.

ℙ!"# 𝑉$, 𝑉% = 0.2 ℙ&,$ 𝑉$, 𝑉% + 0.8 ℙ (𝑉$,𝑉%)

Assumption 2 [Positivity] :: ℙ 𝑣 > 0 for all settings 𝑣 of 𝑉.

ℙ"!# 𝑉 = 1
!∈["]

𝜋!ℙ-"(𝑉)

𝑇 = 𝜋! , 𝑡! , 𝑖 ∈ 𝑚
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𝜋$
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MAIN CONTRIBUTIONS

1. Theorem: For any ℙ;<=(𝑉) generated by a 𝑇 that satisfies exclusion:
a) 𝑇 is the unique set satisfying exclusion that generates it.
b) Given access to G, ℙ 𝑉 , ℙ"!#(𝑉), there exists an algorithm that runs in time 𝑛 ∗ 𝑚 ∗ 𝑘 /($)

and returns 𝑇.

2. Algorithm: When the access is provided via samples, the above algorithm 
is modified to run with finite samples.

3. Simulation: Benchmark performance of the finite sample algorithm.

ℙ"!# 𝑉 = 1
!∈["]

𝜋!ℙ-"(𝑉)

𝑇 = 𝜋! , 𝑡! , 𝑖 ∈ 𝑚



PROOF BY INDUCTION

Base Case: (|V|=1)

Inductive Hypothesis: Assume the result for 
all CBNs and mixtures (satisfying exclusion) on 
N-nodes.

Induction Step: Use the inductive hypothesis to 
show the result for all CBNs and the mixture 
(satisfying exclusion) on N+1 nodes



PROOF IDEA ( 𝑽 = 𝟏)

𝐶2 = {𝑣$, … , 𝑣3} is the set of values that 𝑉 takes

ℙ"!# 𝑉 = 1
!∈["]

𝜋!ℙ-"(𝑉)

𝑇 = 𝜋! , 𝑡! , 𝑖 ∈ 𝑚

Feasible Region

𝜋4

Feasible solution line

𝜋$10

1



PROOF IDEA ( 𝑽 > 𝟏) -
INDUCTION

ℙ"!# 𝑉 = 1
!∈["]

𝜋!ℙ-"(𝑉)

𝑇 = 𝜋! , 𝑡! , 𝑖 ∈ 𝑚

Marginalize
• Assume 𝑉- < ⋯ < 𝑉./-
• Marginalize on 𝑉./- to get mixture on (𝑉-, … , 𝑉.).
• Recursively compute targets 𝑠-, … , 𝑠0 that generates this new mixture.

Lift:
• Define sets 𝑆! = {𝑠!, 𝑠! ∪ 𝑣- , … , 𝑠! ∪ {𝑣1}}.

• 𝑡-, … , 𝑡2 ⊂ 𝑆- ∪⋯∪ 𝑆0
• Gives equations ℙ2!3 𝑉 = ∑4∈[0]∑8∈9! 𝜋8ℙ8(𝑉)
• This system has a unique solution under Assumptions 1 and 2.
• Sort Targets: 𝑠! < 𝑠4 𝑖𝑓 𝑠4 Ë 𝑠!
• Evaluate at setting:  

s2s1

N Nodes Mixture : Identified Intervention Targets

N+1 Nodes Mixture : Unknown actual targets

N+1 Nodes Mixture : Identify unknown targets  
from estimated intervention targets

S1 S2



EXPERIMENT RESULTS


